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A Distributed TDMA Rescheduling Procedure
for Mobile Packet Radio Networks

David S. Stevens and Mostafa H. Ammar

January 28, 1991

Abstract

Packet radio networks provide two features not present in a wire-based network - mobility
and a broadcast channel. Time Division Multiple Access (TDMA) protocols provide packet
radio networks with two features that facilitate efficient communications. First, they eliminate
the possibility of collisions on the broadcast channel. Second, they allow for the spatial reuse of
the radio channel bandwidth by permitting more than one node to transmit at once. However,
the goal of maximizing the use of the bandwidth seems to conflict with the goal of allowing
mobile nodes to locally reallocate themselves TDMA slots so that collisions will not occur. We
present a procedure that permits a node to move and then reallocate itself a transmission slot
without involving the entire network. In our procedures the channel over which control packets
are exchanged is shared and unreliable. Therefore the resulting TDMA schedule may not be
coliision free. We present a collision resolution algorithm to correct these problems. Finally
a procedure by which nodes can allocate themselves additional transmission slots, if they are
available and which maximizes bandwidth utilization, is given.

M. H. Ammar is supported by NSF grant NCR-8604850 and Major D. S. Stevens is supported
by the U.S. Army Institute for Research in Management Information, Communication and
Computer Sciences.



1 Introduction

Packet radio networks have unique features that wire-based networks lack, that being mo-
bility and a broadcast medium. Time Division Multiple Access (TDMA) protocols provide
packet radio networks with collision free communications and permit spatial reuse of the
radio channel by allowing more than one node to transmit at once. Many algorithms exist
for allocating transmission rights to nodes in a packet radio network that produce a TDMA
collision free schedule [1, 2, 3, 4, 5, 6, 7]. The different methodologies can be grouped into
two general strategies for assigning transmission rights to nodes - Node and Link allocation.
Node allocation assigns slots to a node during which it can broadcast packets, collision-free,
to any one or group of its neighbors. In a link allocation strategy, unique time slots are
allocated to a node for each directed link it has to a neighbor. A node can transmit to a
neighbor only during the time slot assigned to the directed link for that neighbor.

When a TDMA protocol is coupled with mobile nodes, established collision free sched-
ules deteriorate. To accommodate mobile nodes Chlamtac and Pinter in [8] proposed a
distributed algorithm that reestablishes a collision free environment for node allocation
schemes. In [9] a solution is presented for link allocation scheduling while the work de-
scribed in [6] offers a solution for both node and link allocation protocols. However, these
distributed algorithms require long TDMA frames and allocate only a single slot per node or
directed link per TDMA frame, and thus may result in a schedule that does not fully use the
available broadcast channel. In static radio networks, centralized algorithms with global
topological information can make use of elaborate heuristics, such as finding a maximal
clique, to allocate more than one slot to a node or directed link per TDMA frame [1, 2, 7, 10].
(Finding an optimal schedule has been shown to be an NP-complete problem [5, 11].) In [11],
Ephremides and Truong, developed a distributed solution to maximize the bandwidth uti-
lization that uses a frame length equal to the number of nodes in the network and a priority
scheme based on a node's ID. Still, as they point out, a shortcoming of their solution is that
it does not address changing connectivity except by repeating the algorithm from scratch.
In addition, the priority scheme used can result in an unfair allocation of time slots with
a single node controlling over 80% of the bandwidth within its broadcast zone (defined as
the set of nodes that are one and two hops away [11]). Chlarntac and Lerner [12] devel-
oped a distributed "maximally fair" allocation algorithm for link allocation that relied on
the maintenance of a minimal spanning tree and the continuous calculation of a saturation
measure. Their solution insured global fairness at the expense of not using all slots and
when a node moved their fairness criteria could cause all nodes to become involved in the
reallocation process.

It appears that algorithms that address the maximal use of the bandwidth do not ade-
quately handle topological changes. (By maximal we mean that an additional slot cannot
be allocated to a node for transmission without causing collisions.) Those that can locally
adapt their schedules to accommodate mobile nodes do not use all the available bandwidth.
In this paper we describe a procedure for adjusting TDMA slot allocation to nodes in a mo-



bile packet radio network where maximal use of the bandwidth is achieved, rearrangement
of the TDMA schedule involves only a few nodes, and where control messages are trans-
mitted over a shared error-prone channel. The procedure is an optimistic one in that nodes
make a best effort at assigning themselves collision free slots. Special recovery procedures
are defined in case inconsistencies causing collisions are discovered in the slot assignments.

The paper is organized as follows: Section 2 describes the packet radio network model
underlying our investigation. In Section 3 we describe the problems that a mobile node or a
new node entering the network can create for an established collision free TDMA schedule.
In Section 4 we outline and motivate our approach to solving the problem. Section 5
describes the procedure that is invoked when a node changes location. In Section 6 we
discuss the recovery procedures invoked when a node discovers inconsistencies in the TDMA
slot assignments. In Section 7 we present a distributed procedure that can be used by nodes
to allocate slots to achieve maximal fair allocation of the TDMA frame. Section 8 contains a
discussion of the parameters affecting the performance of the procedures. Some concluding
remarks are given in Section 9.

2 Network Model

The radio network is modeled by an undirected graph G(V, E). The vertices V = {v 1 , v2, ..V,}
represent the nodes of the network and are the individual packet radios, where I V I =N,
the number of nodes in the graph. Each undirected edge e E E is interpreted as two an-
tiparallel directed edges. Thus an edge between u and v implies that u can receive every
signal transmitted by v, and v can receive every signal transmitted by u.

We will assume that packets are of a constant length, and we will partition time into
constant size time slots that are equal to the packet length plus the maximum propagation
delay. These slots are organized into TDMA frames where each node in the network is
allocated at least one slot per frame. One methodology for allocating time slots in a packet
radio network involves traversing the network using a depth first strategy and using a
greedy selection algorithm to assign a single time slot to each node. A time slot is available
if assigning it does not result in a collision. To avoid collisions, the following two conditions
must hold:

C1. Node v does not transmit in the same period during which a neighbor is transmitting
to it. (A node cannot send and receive simultaneously.)

C2. Only one neighbor of node v can transmit to it during any one period of time. (A
node cannot simultaneously receive two transmissions.)

A slot assignment is consistent if it meets the above conditions and it is inconsistent oth-
erwise. We assume that the network is initialized with a consistent slot assignment that
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Stationary Moving In-Transition

Figure 1: Possible State Transitions

allocates at least one slot per node per TDMA frame. Any of the node allocation schemes
mentioned in Section 1 may be used for this purpose.

We assume that nodes periodically broadcast status packets to their neighbors. These
packets will contain information about the slot assignments for this node, as well as its
neighbors. Through these status packets each node is made aware of the status of all nodes
within its broadcast zone. We also assume that all packets contain source and destination
addresses.

All network nodes are mobile. However, we assume that they do not move continuously.
In particular, we assume that the time the node remains in one location is long compared to
the time required for it to rearrange the TDMA schedule once it has completed the move.
A node is said to be in either of three states:

" Stationary: if it is not moving and is assigned at least one slot per frame in which
it can transmit.

" Moving: if the node is moving.

" In-Transition: if the node is not moving, is not assigned any slots, and is in the
process of determining a slot assignment.

The possible transitions between these states are illustrated in Figure 1.

3 The Problem

To understand the problems that mobile nodes can cause, consider the small network in
Figure 2. Slot assignments were made using a distributed greedy selection node allocation
algorithm [13], which assigns a single slot per node per frame resulting in a TDMA frame
that is six slots long. Note that some nodes can transmit in additional slots without collisions
resulting. For example, node A also can be assigned slot 6 and node D can be assigned
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Figure 2: Example Network Using Node Allocation
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Figure 3: Example Network with Mobile Node

slot 5. However, for the time being we assume that these additional assignments are not
made.

Now assume that node H relocates and establishes an additional communication link
with node F (See Figure 3). Node H must reassign itself a new slot to reestablish a
collision free schedule. Yet in the current TDMA frame, a free slot does not exist. (A new
node entering the network in this situation would experience a similar problem.) The only
solution is to extend the frame length either by rerunning the initial allocation algorithm or
by coordinating a switch to a longer frame length. These solutions, while providing node H
with a time slot, unfortunately require the entire network's involvement. In addition, should
node H return to its original location, the question becomes what do we do with the
unneeded time slot 7? Should the frame length be reduced or should node H be permitted
to continue using it? Constant altering of the frame length is disruptive to the network.
Yet, not doing so makes the frame length longer than necessary.
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In [13] it was shown that longer frame lengths, even if all slots are allocated, usually
result in poorer delay performance when each node is assigned exactly one slot per frame.
Thus if the network uses a frame length longer than required, it becomes necessary to
allocate more than one slot per node whenever possible to offset the reduced performance
that will be experienced. For instance, in the example when node H returns to its original
location it can be permitted to continue using slot 7 and its original slot 4. To improve
performance further, node A can be allocated slot 6, node D can be assigned slot 5, and
node B can now also be assigned slot 7. While these optimizations maximize the use of the
bandwidth, it leaves the network vulnerable to the original problem of time slots not being
available for mobile nodes or for a new node entering the network.

4 Solution Approach

4.1 Requirements

Our approach to handling TDMA schedule rearrangement in a mobile environment attempts
to satisfy the following set of requirements:

1. As small a number of nodes as possible should be involved in the assignment of a new
slot to mobile nodes.

2. The scheme should make maximal use of the TDMA slots.

3. The transmission of required control messages, although allocated separate band-
width, cannot be assumed reliable.

We first observe that in rearranging the TDMA schedule as a result of the network's
reconfiguration, we may require a change in the TDMA frame length (see Section 3). A
change of frame length needs to be communicated to the entire network to maintain proper
synchronization. Therefore, the first requirement above dictates that the TDMA frame
length must remain constant despite network reconfiguration. To achieve this we call upon
a result derived in [8] where it is shown that the maximum TDMA frame length required
for any network is given by: VL= min{l NJ, l12 .., + 1} 1

where N is the maximum number of nodes in the network and 'ma: is the maximum number
of neighbors that a node can have. Typically, when allocating a single slot per node, the
frame length required can be significantly less than L* (see (13]). However, we use a TDMA
frame with at least L* slots to guarantee that a consistent assignment (satisfying CI and C2)
can always be found without having to increase the frame length regardless of the network
topology.



Slot A B C D E F G H
S P - - P- -

2 P --

3 -- P-S-
4- P P-
5 - S P- -
6 S -P

8 -HS -

Table 1: Possible Node Allocation Schedule

If we use a frame length of L* or more and only allocate a single slot per node, the
second requirement above will not be met, i.e., some nodes can be allocated additional slots
in which they can undertake collision free transmissions. In our approach each node may
have multiple slots assigned to it per frame. In this assignment, each node is allocated
exactly one primary slot per frame and zero or more secondary slots. For example Table 1
shows one possible assignment of slots in the network of Figure 2. Each node is allocated
exactly one primary slot (indicated by the letter P). Nodes A, B, C and D are each
allocated one secondary slot (the letter S). The notation "-" indicates that the slot is not
available to a node because transmitting in it would result in a collision. Note that this
assignment is maximal as no more slots can be assigned while still satisfying conditions C1
and C2.

Finally, we observe that any rearrangement of the TDMA slot allocation will require
the use of control messages. When a node moves there is now no guarantee that it can
communicate without collisions. To overcome this problem, some solutions assume that
control packets will be correctly received within a finite amount of time or do not collide
[8, 9, 14]. Other solutions have avoided the problem by using a frame length equal to
the number of nodes [11], which always insures a unique collision free slot for each node,
or a control channel divided equally among the network members [3), which guarantees
that control messages will never collide. Our solution to the problem does not make these
assumptions, nor do we require that all control packets be received correctly.

We assume that control messages axe allocated a separate channel in the form of an
extra slot in each TDMA frame. Use of this channel implies that control messages will not
collide with data packets, yet they may collide with other control messages. Furthermore,
we make no assumptions about the reliability of this control channel. Control packets are
not guaranteed to reach their destinations even if no collisions occur. We require that our
procedures function correctly under these adverse conditions.
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The implication of this can be made clear by considering a node that moves to a new
location. In order to assign itself new transmission slots, it needs to learn about the slots
assigned to nodes in its broadcast zone. This has to be done via the exchange of control
messages. The unreliability of this exchange implies that it is impossible for a node to
be 100% certain that it has acquired complete knowledge of its broadcast zone in any
finite amount of time. This situation is exacerbated by the fact that in a mobile network
any information that a node possesses about its broadcast zone may be incorrect when
that information is used. Therefore, we only require that when a node moves to a new
neighborhood, it exerts its best effort to gather information about its broadcast zone and
to insure a consistent TDMA schedule. Inconsistencies in the TDMA schedule (which will
cause collisions) are detected and recovered from by ongoing processes in all nodes.

4.2 Components

To meet the requirements set forth in the above discussion we define three procedures to
be implemented in each node:

1. PrimarySlotAssignment (PSA): Used to assign a mobile node a new primary slot
after it has located to a new neighborhood. Recall that we defined a Stationary node
as one that is in possession of a primary slot allocation.

2. Collision.Resolution (CR): Used to recover from violations of conditions C1 and C2
whenever they are detected in a Stationary node.

3. Secondary..Slot.Assignment (SSA): Used to assign secondary slots whenever a node,
which is Stationary and is not experiencing collisions, detects that such slots are
available.

The PSA procedure is run according to the flow chart shown in Figure 4. Whenever a
node starts moving it stops transmission in all slots. The PSA procedure is run when the
node has relocated to a new position. The node is thus unable to send data packets while it
is moving and, as we will see later, also for a short time after it has completed moving. We
thus implicitly assume that such time is short compared to the time between consecutive
moves by the same node.

The SSA and CR procedures are run according to the flow chart in Figure 5. Note
that none of the three procedures can be running simultaneously. Each node maintains two
boolean variables: Collision-Detected, and Secondary-Available, which are set to True if the
conditions indicated are met (more on this later). These conditions are checked periodically
once every X frames, where X should be a random integer chosen uniformly between some
minimum and maximum number. This will help prevent synchronous running of these
procedures among different nodes and will reduce the likelihood of inconsistent TDMA

7
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schedules. The SSA and CR procedures are aborted if the conditions that allowed them to
start (e.g., the node is Stationary) change while the procedures are running.

5 PrimarySlotAssignment Procedure

The PSA procedure is divided into three steps. First a mobile node stops transmitting.
Then to the best of its ability, it must learn the status of nodes in its new broadcast zone.
Once this information is obtained it reassigns itself a new primary transmission slot. The
node uses three sets to maintain its knowledge of its immediate neighbors. The first set,
Neighbor Packets (NP), contains all neighbors that the mobile node has learned about
from the reception of status or data packets. The set Status Packets (SP) contains those
neighbors from which the mobile node has received a status packet. The final set, Collision
Slots (CS) contains those slots during which collisions are occurring. These sets are reset
to empty once the node becomes Stationary and CS is set -o empty after each NN packet
it sends.

Figure 6 contains the pseudo-code for the PSA procedure. In Figure 7 we show the
pseudo-code for the packet handler. This code describes the actions taken by nodes when
they receive certain control packets.

Step 1: Stop Transmissions.
When a node moves it stops transmitting in all its allocated slots. This prevents its trans-
missions from interfering with any new neighbor's transmissions.

Step 2: Obtain a status packet from neighbors.
Once a -.od, has completed moving it enters the In-Transition state and broadcasts a
NEWNEIGHBOR (NN) packet in the control slot. It then begins learning the status
of its new broadcast zone. The NN packet contains normal status packet data and the
contents of the two sets SP and CS, and a time stamp indicating the time of the first NN
packet transmission.

Upon receipt of the NN packet, the receiving node will stop transmitting during any
secondary transmission time slots that it is currently using. By examining the contents of
the set SP, a neighbor can determine whether the mobile node knows its status. If it is
in this set no further action is required at this point. If it does not find itself in set SP
and its primary slot is not listed in set CS, then it will send a status packet during its
next primary slot. If its primary slot is contained in the CS set, it stops transmissions
during its primary slot. It delays a random period, say n frames, chosen uniformly between
a minimum, nin, and a maximum, nmax, value, and then transmits a status packet in the
control slot. When a node stops transmitting during its primary slot, it must set a restart
primary timer and reset it whenever a NN packet is received. This is necessary to prevent
the node from remaining off the air indefinitely should the mobile node fail prior to the
completion of the reassignment algorithm, or it fails to receive correctly the mobile node's

9



N

S

Node

t

d
2,Wait X Frames in9
jo

a
(X Random) Stationary

state

7
No 7

eetnYesYes

Coll 
3.sj 

Yes
Collision
Detected

No

No Secondary Done Run Collision

Available Resolution

? Procedure

Yes Abort on

Motion

Done Run Secondary 
Detected

'Slot Assignment

Procedure

Abort on Motion OR

Collision Dete

OR New Neighbor Detected

Figure 5: Second ary-Slot -Assignment and the Colbsion-Resolution Procedures

10



/* Data Structures */
NP; /* set of known new neighbors */
SP; /* set of neighbors having sent status packet */
CS; /* set of slots during which collisions are heard */

procedure Primary.SlotAssignment /* z ID of mobile node */
Determine-Neighbors;
if (SlotAvailable) then

select primary slot;
else

select slot in broadcast zone not used as primary slot;
end if;
send status packet on primary and control slots

end Primary.SlotAssignment;

procedure Determine-Neighbors;
constant

rnaziries := k; /* maximum number of tries for sending packets */
variables

tries; /* counter for number of packets sent */

NP, SP, CS 0-;
tries := 1;
while (((NP o SP) or (CS # 0)) and (mazx-ries > tries))

or (SP = 4) do
send NN packet;
CS := 4;
receive packets for two frames;
if ((CS = 4) and (SP = 4,) and (tries = 1)) or (previously delayed random peroid) then

delay random period;
tries := 0;

end if;
if (CS #4,) and (tries > 1)then

receive packets for nmaz frames;
end if;
tries := tries + 1;

end while;
end Determine-Neighbors;

Figure 6: Pseudo-code for PrimarySlot.Assignment Procedure
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status packet when the mobile node does complete. If the timer expires, it resumes using
its primary slot.

After sending the first NN packe% the mobile node receives packets during the next
two frames. This is to insure that all neighbors have the opportunity to respond. (We
assume that a node cannot immediately respond to a packet received in one slot in the
next following slot.) During this waiting period, the mobile node will hear either data
packets, status packets or collisions in response to its NN packet. It updates its status
sets accordingly. After two frames, if CS and SP = 0 then it will assume that its NN
packet collided on the control channel and delay a random period of time prior to sending
the next NN packet. If CS is not empty or NP 0 SP it transmits another NN packet.
If CS is empty it listens for another two frames. If CS is not empty it must wait some
predetermined number of frames, n,,,, to accommodate the random delay its neighbors
will be waiting prior to responding with status packets using the control slot. Since nodes
using the slots contained in CS stop transmitting in them, CS (except in the most unusual
circumstances) will eventually become empty. This process continues until CS is empty
and NP = SP, or these conditions are not met and the maximum allowable number of NN
packets transmitted, maztries, has been exceeded.

In the event that two mobile nodes are in the same area, and one hears a NN packet
before it sends its own NN packet, the receiving node will abort its reassignment procedure.
It sets a restart PSA timer and begins the procedure again when the timer expires or when
it learns that the other mobile node has completed via status or data packets received
from that node. If it has already sent a NN packet, then its first NN transmission time is
compared with that of the time contained in the received NN packet. If its first transmission
occurred after that of its new neighbor or if the times are equal and its ID is less than its
neighbor then it aborts the reassignment procedure.

Step 3: Select new transmission slot.
When the mobile node has received a status packet from each of its neighbors, (or has
exceeded the number of NN packets permitted), it will have a good (if not always complete)
estimate of the status of its new broadcast zone. Since all neighbors have stopped trans-
mitting during their secondary slots, the mobile node usually can find a free slot and select
it as its new primary transmission slot. The boolean variable Slot-Available is True in that
situation and can be computed from the information in the status packets.

The situation could arise where a mobile node is unable to select a primary transmission
slot, even after all its neighbors have stopped transmitting during their secondary time slots,
i.e., Slot-Available is False. Here, there will be at least one slot that is not available because
one or more of its neighbors are receiving secondary transmissions during this slot from their
neighbors. (Recall that the frame length is at least P which guarantees the availability of
at least one slot per node.) In this event the node that moved selects one of these secondary
slots as its primary.

To complete the algorithm, the mobile node sends an updated status packet on both its

12



new primary slot and on the control channel. Nodes receiving a status packet form a new
neighbor, broadcasts a STOP.SECONDARY(All) (SS(All) packet to its neighbors. Nodes
receiving a SS(AU) packet give up their secondary slots. Thus all nodes within the mobile
node's new broadcast zone will reselect secondary slots. This is done to insure fairness.
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procedure Packet.Handler;
/* Received packets indicate packet type, source and destination addresses*/

Waiting-On := NIL;
Primary.Hold := NIL;
r ID of receiving node;
s := ID of packet sender;
case packet type of

Data: if (State(r) = In-Transition) then
update set NP;
discard;

else if (State(r) = Stationary) then
handle normally;

end if;
Collision: if (State(r) = In-Transition) then

update set CS;
else if (State(r) = Stationary) then

abort SSA procedure if running;
Collision-Detected := True;

end if;
NN: data

sets SP and CS;
s.time; /* Time 1st NN transmitted */

end data;
stop transmitting on secondary slots;
if (Secondariold = 4)) or (SecondarfHold = s) then

set restart secondary timer;
Secondary-Hold := 8;

end if;
if (PrimaryHfold 10) then

reset restart primary timer;
end if;
if ( Waiting-On 0) then

reset restart PSA timer;
end if;
if (State(r) = In-Transition) and (WaiingOn = 4)) then

if ((r.time = s.time and (r < s)) or (r.time > s.time) then

abort PSA procedure;
Waiiing-On := s;
set restart PSA timer;
/*On expiration of this timer the PSA procedure is restarted

and Waiting-On is set to NIL*/
end if;

end if,

14



if (r's primary E CS) and (PrimaryHold = NIL) then
stop using primary slot;
Primary-Hold:= s;
set restart primary timer;
/* On expiration of this timer, r resumes using its primary

and Primary-Hold is set to NIL*/
end if;
if (r SP) then

if (primary slot stopped) then
delay random period;
send s a status packet on control channel;

else
send s a status packet using primary slot;

end if;
end if;

Status: data
s's primary and secondary transmit slots;
s's primary and secondary receive slots;

end data;
update view of broadcast zone;
if (State(r) = In-Transition) then

update sets NP, SP and CS;
if (Waiting-On = s) then

start PSA procedure;
Waiting-On := NIL;
disable restart PSA timer;

end if-
end if;
if (Primary-Hold = s) then

resume transmissions using primary slot;
Primaryllold := NIL;
disable restart primary timer;

end if;
if (Secondary.Hold = s) then

number of secondary slots = 0;
disable restart secondary timer;
send SS(AII secondary slots);

end if,

15



SDS: data
slot i;

end data;
send SS(i) to neighbor transmitting in slot i;

SS: data
slot i;

end data;
stop transmitting in slot i;
send status packet to neighbors;

RP: data
s's primary and secondary transmit slots;
s's primary and secondary receive slots;

end data;
update view of broadcast zone;
stop transmitting on primary;
if (r has secondary slot) then

declare a secondary as new primary;
else

if (Secondary-Available) then
select an available slot as the primary slot;

else
find usable slot i;
send SDS(i) or SS(i) to appropriate neighbor;
select (i) as primary slot;

end if;
end if;
send status packet to neighbors

end case;
End Packet-Handler;

Figure 7: Pseudo-code for Packet-Handler
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6 Collision-Resolution Procedure

The reassignment algorithm makes every effort to ensure that a mobile node is aware of all
nodes in its broadcast zone prior to allocating itself a new primary slot. Unfortunately, we
cannot guarantee that this in fact will occur. It is possible that the PSA procedure runs
to completion without the mobile node becoming aware of all its neighbors. Should this
happen, collisions may eventually surface.

There are two types of collision that a node may experience. The first occurs when a
node becomes aware that a neighbor is using one of its transmission slots to transmit in as
well. This is a violation of condition C1 from Section 2 and we will refer to this kind of
collision as a Type 1 collision. This situation may happen, for example, when two mobile
nodes relocate to a position such that they become neighbors, have no common neighbors,
and transmit all their control packets simultaneously. Here neither will be aware of the
other's existence because their packets will collide on the control channel. This can result
in each selecting the same slot for their primary transmissions (and in the worst case any
secondary slots as well). If each transmits all its packets simultaneously, they will never
learn of each other. This is not in itself a serious problem because neither is affected by the
collisions and the rest of the network operates as if the link between the two did not exist.
Realistically though, one can assume that eventually one of these nodes will not transmit
during its slot and will hear the other's transmission. At that point it will realize that it
has a neighbor that is using its slot and collisions are happening.

The second type of collisions ensues when a node realizes that one or more of its neigh-
bors are transmitting in the same slot. This type of collision violates condition C2. We
will call this a Type 2 collision. This can occur, for example, when two nodes x and z are
using the same slot as their primary transmission slot and initially are not in each other's
broadcast zone. Node y then moves to a position such that it can receive both x and z.
This forces them into the same broadcast zone.

The node realizing that it is experiencing collisions must run the collision resolution
algorithm. (See Figure 8.) The type of collision and the amount of information available to
the node experiencing the collision, determines the actions that need to be taken to resolve
the collision. For a Type 1 collision:

" If the node learning of the collision in slot i is using that slot for secondary transmis-
sions, it stops transmission on it.

" If slot i is used as its primary slot then it can take one of several actions. First, if it
has a secondary slot, it can select the secondary as its primary. If it does not have
a secondary and knows the status of the offending neighbor, it can tell whether its
neighbor is using the slot as a primary or secondary transmission slot.
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procedure Collision..Resolution
r ID of node experiencing collision;
i collision slot;
Z set of neighbors transmitting in i who's status is known;
case collision type of

Type 1: if (i = r's secondary slot) then
stop transmitting during slot i;

else if (i = r's primary) and
(r has secondary slot j) then
stop transmitting during slot i;
select slot j as new primary;

else if (i = z's secondary,z E Z) then
send SS(i) to z;

else if (i = z's primary,z E Z) and
(z has secondary slot j) then
send RP to z;

else
run PSA procedure;

end if;
Type2: if (Z = 0) then

Determine-Neighbors;
else

send SS(i) to z E Z that use i as secondary;
send RP to z E Z using i as primary except one with highest ID;

end if;
end case;

end Collision-Resolution;

Figure 8: Collision Resolution Algorithm
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- If it is a secondary slot, the node recognizing the collision can send a SS(i) packet
over the control channel.

- If it is a collision that is occurring with a neighbor's primary slot and the neighbor
has a secondary, it sends a REASSIGN-PRIMARY(RP) message to the neighbor
over the control slot. A node receiving a RP packet (see Figure 7) will stop
transmitting during its primary transmission slot and select a new one. This
packet contains the sending node's status so that the receiving node has an
updated view of its broadcast zone.

* If both nodes are using the slot as their primary slot and neither has a secondary, or
the status of the neighbor is not known, the node experiencing the collision will execute
the PSA procedure though it has not moved. This will make the other node(s) aware
of its presence and allow it to reselect a primary slot that will not result in collisions.

When a Type 2 collision occurs in slot i:

* If the node experiencing the problem knows the status of the offending neighbors (i.e.,
it knows of at least one neighbor who is transmitting in this slot), it can determine
if its neighbors are using the slot for secondary transmissions. To these neighbors
it sends a SS(i). To all neighbors that are using slot i as their primary slot, the
node would send RP packets in turn to each of those neighbors less the one with the
highest ID (if it has identified more than one). This is done to insure that two or
more nodes all sending RP packets to the same set of neighbors simultaneously send
them to the same ordered set of nodes. Failing to do so could result in a never ending
cycle of RP packets being transmitted. If the node receiving the RP packet does not
have a secondary slot available, a new primary slot will only not be available because
slots are being used by its neighbors for secondary transmissions or receptions. In
this situation, the node sends a SS(i) or a SDS(i) packet to free a slot. It then
selects this slot as its primary. Since the node is a Stationary node, it is unlikely to
experience collisions caused by two or more of its neighbors primary transmissions
occurring simultaneously. Thus the requirement to direct a neighbor to reselect a
primary transmission slot, due to an inconsistent schedule caused by a mobile node,
will not propagate throughout the network.

* If nothing is known about the offending nodes, the node experiencing the Type 2
collision executes the Determine-Neighbor routine of the PSA procedure to learn the
identities of these nodes and resolve the collision.
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Remarks

" Recall that the CR procedure is aborted if, while it is executing, the node starts moving
to a new location. The reason is that the node is now entering a new neighborhood
that may impose new requirements and collisions and thus any effort to resolve old
collisions is wasted.

" As for the PSA procedure, there are no guarantees that the CR procedure will achieve
its objective. Yet, if collisions persist, they will again be detected and the CR proce-
dure will be run again.

7 SecondarySlot-Assignment Procedure

A Stationary node that is not experiencing collisions and is not receipt of a neighbors NN
packet, may attempt to allocate itself secondary slots. The availability of such slots is
indicated by a boolean variable Secondary-Available. This variable is computed in each
node based on the node's knowledge of the status of its broadcast zone. The SSA procedure
allocates slots based on a fairness criterion -1,, which we define as s,/k, where s., and l
are the total number of slots assigned to node x, and the number of node X's neighbors
respectively. We use this ratio as an estimator for the amount of traffic that a node will
handle. If actual traffic rates are known, the arrival rate A.. could easily be substituted
for 1.. Yet in a dynamic environment this seems unlikely. (See [11] for a similar fairness
criterion when traffic rates are assumed known.)

Each node computes a -y, which is disseminated, with the value of its Secondary.Available
variable to the node's broadcast zone in normal periodic network status packets. Changes
to either of these quantities initiate the sending of a status packet. A node upon receiving
this information can determine if it should allocate itself an additional secondary slot. If
a node has one or more slots available for secondary transmissions, and is not currently
involved in the reassignment process nor detected a collision, it periodically executes the
SSA procedure shown in Figure 9. A node assigns itself a secondary time slot if it is in
possession of the smallest -tz within its broadcast zone. It computes a new -Y7 and then
sends an updated status packet. If two or more nodes are competing for a secondary slot
and have the same lowest -y, value, then we use the node's ID as the discriminator.

Remarks

o The SSA procedure is aborted if a collision or movement is detected. This is because
any secondary slot assignments made are rendered useless by the node's movement
and is suspicious if collisions are detected.
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" Note that if several secondary slots are available to a node, only one is assigned per
execution of the SSA procedure. This will allow a node's broadcast zone time to
react to the assignment before another one is made at the same node. Consecutive
executions are separated by X frames (see Figure 5).

" As in the CR and PSA procedures no guarantees are made that the secondary slot
selection will provide for a consistent TDMA schedule. Also as before the mechanisms
already described should ultimately resolve any inconsistencies.

- An example of the type of problem that can occur is when two nodes in the
same broadcast zone select the same secondary slot when a node they have as a
common neighbor relocates and makes additional slots available. For instance,
suppose two nodes x and y have two neighbors in common, nodes a and b, but
they themselves are not directly linked. Now assume that node b departs the
zone, freeing a single slot that both nodes x and y could use. Each will believe
that it can allocate the freed slot to itself because its current view of the broadcast
zone suggests that it is the only node with an available slot. Both would begin
using the slot and collisions would result at node a. The requirement that the
SSA procedure be run periodically at random intervals will reduce the possibility
of this situation.

- Another problem that can arise is when a node gives up its secondary slots as a
result of receiving a NN packet (see Figure 7) from a node that has just relocated.
These slots might be picked up by one of the node's Stationary neighbors before
it is made available to the mobile node. The likelihood of this is reduced since a
node does not instantaneously react to the availability of a secondary slot.

8 Examples

We will now demonstrate how the procedures would function using our previous sample
network shown in Figure 2 with the initial primary and secondary assignments given in
Table 1. In this example node H relocates and establishes a new link with node F as in
Figure 3.

The first step requires that node H stop transmitting. Once it has relocated it transmits
a NN packet on the control channel that is received by nodes C, F and G. Only node C
has a secondary slot. It will stop using it and compute a new -y. Each will transmit a
status packet to node H during their primary slot. In this example, collisions will not occur
and after two frames node H will have received the status packets from each of its new
neighbors. At this point, the sets NP = SP and CS = €. Node H will assume that it has
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procedure Secondary.Slot.Assignment;
r ID of node running procedure;
Y Set of nodes in r's broadcast zone with available secondary slots;
Ymin x {zE YZ = minEy 70;

if( 7, < yv for all y E Y) then
choose secondary slot;
else if ('r,. = miny~y -yy) and (r < z for all z E Ymin) then

choose secondary slot;
end if;

end if;

end Secondary-SlotAssignment;

Figure 9: Secondary.Slot Assignment Procedure

learned the status of its new broadcast zone and select slot 8, freed by node C, as its new
primary slot. The algorithm completes with node H broadcasting its new status.

Assume for a moment that node H, in response to its NN packet, did not receive a
status packet from node C nor any of C's data packets. Then it would assume that its new
neighbors were only nodes F and G. After the two frames, it would incorrectly surmise
that slot 1 was the first available free slot. Node C would soon begin detecting Type 2
collisions during slot 1. If we assume that it had correctly received H's status packet, then
when it executes the CR procedure, it will send a RP to node D. Node D would stop
using slot 1 as its primary and select slot 5, its only secondary as its new primary. If on
the other hand, node C did not know either node D or H's ID nor their status, node C
in this situation must run the Determine-Neighbors procedure to discover the identity of
nodes D and H. Note that set CS now contains slot 1. Both node D and H are required by
the Determine.Neighbors procedure to stop transmissions during this slot, delay a random
period and then send their status packets using the control slot. This continues until node C
sends a NN packet with their ID in the set SP or their restart primary timer expires. When
node C has correctly learned their status, it will send a RP to node D. If we again presume
the worse by assuming that node D fails to receive the RP packet, it will continue using
slot 1 and Type 2 collisions will again be experienced at node C. However this time, node C
will know the status of the two offending nodes and simply transmit a RP packets to node D
until the collisions are resolved.

We now explore the situation when two nodes move into the same neighborhood. In
this example we let nodes E and H relocate to a position such that they can now receive
only nodes A and D, and each other (see Figure 10). First we will assume that collisions
and errors do not take place and then walk through the sequence of events when collisions
and errors do occur.
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Figure 10: Reassignment Example - Final Assignments

Both nodes will stop transmitting in their primary slot. We will assume that node E's
NN packet is transmitted first without error. Node H receives E's NN packet, aborts the
PSA procedure and sets its restart PSA timer. Whr this packet is received by nodes A
and D, they will stop transmitting during their 5econdary slots 6 and 5 respectively. Each
will then transmit a status packet during slot 1. Node E will hear the two status packet
collide. After two frames NP = SP = 0 and CS = {1} and a second NN packet will be
transmitted reflecting these facts. This will cause node H to reset it restart PSA timer.
Nodes A and D will see that they are not in the bet 6 P and that their primary slot is in the
set CS. They will each stop transmitting during their primary slot, delay a random period
and send a status packet on the control channel. After Node E receives their status packets,
NP = SP = {A, D} and CS = 40. Node E selects slot 4 as its primary transmission slot.
It then sends an updated status packet on slot 4 and on the control channel. Node D,
not hearing any collisions, will run the SSA procedure and reselect slot 5 as its secondary
slot. Node H, upon hearing E's status packet on the control channel, restarts the PSA
procedure. Its execution of the PSA algorithm will result in node D again relinquishing
slot 5 and node H selecting it as its primary. Over time nodes F and G will realize that
slot 4 is available. Execution of the SSA routine will result in node F selecting slot 4 as
a secondary slot. Node E will also eventually detect that both nodes A and D are using
slot 1 as their primary slot and run the CR procedure that results in Node E sending a RP
to node A. Node A discards slot 1 as its primary and selects slot 6 as its new primary.

Now we examine the same example but do not assume an ideal sequence of events. First
suppose that both nodes E and H transmit their NN packets simultaneously and that they
collide at all neighbors. Since neither will receive a response, both will assume a collision
has occurred, delay a random period and send another NN packet. If we again assume
the worst, both will continue the process unaware of each other . This will result in each
selecting slot 4 as their primary slot. Eventually one would detect a Type 1 collision or
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nodes A or D would experience a Type 2 collision. The node detecting the collision will
attempt to resolve it be running the CR procedure.

In another sequence suppose that neither nodes E nor H stops for the other, node E
learns only of A's existence and node H learns only of D's presence. In this case neither
node E nor H will recognize the potential for collision during slot 1 and may choose it as
their primary slot. Again, after they complete the algorithm, both Type 1 and 2 collisions
will be occurring and the nodes experiencing the collision will take the appropriate action.

9 Performance Of the Reassignment Procedures

The procedures presented above will function correctly and efficiently if errors do not occur
and only one node is permitted to move at a time. Unfortunately these assumptions are
not realistic. Therefore, our solution is complicated by the fact that we are required to
incorporate additional features to handle operations under adverse conditions.

There are many parameters that will affect the operational performance of the proce-
dures that we have proposed. First we assume that when a node moves the time required
for the schedule to "settle" is short compared to the length of time between consecutive
moves. If the settling time is longer than assumed or moves occur with great frequency than
anticipated, the mobile node may not be able to communicate with other network nodes for
a significant amount of time. Also if all nodes are constantly moving, the network may not
be capable of functioning at all. Two other factors that will have a direct effect on the set-
tling time are the frame length and the sampling interval (defined in Figure 5 as the random
variable X) before starting the collision resolution or secondary slot assignment procedure.
The longer the sampling interval the greater time it will take to reach a consistent schedule.
Short sampling intervals, however, will increase the likelihood of concurrent or close to con-
current execution of the SSA and CR procedures. A short frame length (recall it is always
> L" given in (1)) will provide nodes with less secondary slots and make schedule changes
more time consuming. A longer frame length, on the other hand, although providing nodes
with more secondary slots, may adversely affect network delays. The extent of this effect is
unclear and will need to be examined.

The reliability of the channels is another factor that will affect the efficiency of these
procedures. While we assume that errors may occur, if the error rate is too great, too many
control and status packets will not reach their intended destinations. This can result in
inconsistent schedules, which because of the high rate of transmission errors, may never
become consistent.

We are in the process of developing a simulation which implements these procedures.
Besides testing and measuring the above factors that will influence the operational feasibility
of our methodology, we hope to evaluate other performance measures as well. Some of these
include the relative time that it takes a mobile node to reestablish a collision free schedule
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and how long it is unable to communicate. We want to also measure how often other nodes
are affected and how much time a mobile node's neighbors are forced to temporarily forego
transmissions on their primary slot.

10 Conclusion

We considered the problem of locally reassigning time slots to nodes in a mobile packet
radio network and simultaneously maximizing the use of the bandwidth. We first examined
what appears to be conflicting goals: maximal use of the bandwidth and local rescheduling
of a TDMA frame. We then presented three procedures to resolve the problem. The first
was a Primary-Slot-Assignment procedure that allows mobile nodes to make their best
effort at learning of the siots in use for their broadcast zone and then finding an available
primary slot during which it can transmit without collision. Because we do not assume
the existence of a reliable collision free control channel for the exchange of network control
packets, we cannot guarantee the resulting TDMA schedule will be collision free. Thus
when collisions are detected, a Collision-Resolution procedure must be executed to restore
the schedule to one that does not contain potential for collisions. Finally we presented
a Secondary.SlotAssignment procedure that allocates any free slots, based on a fairness
criteria, as secondary transmission slots. The procedure requires knowledge of only the
status and transmission schedules of the nodes in the broadcast zone. The resulting schedule
is one that uses all available bandwidth.

These three procedures insure that a mobile node does not involve the entire network in
the reassignment process. Initially only a mobile node's immediate neighbors are involved.
They are required to stop transmitting during their secondary slots and on occasion reselect
a primary slot. Neighbors two hops away become involved if the mobile node cannot find a
new primary slot or collisions occur between the mobile node's immediate neighbors. Here
a two hop away neighbor might be required to give up one of their secondary slots.
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